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Abstract—This paper presents an olfactory-based navigation
algorithm via deep learning (DL) methods. The object is to
obtain a neural network that navigates a mobile robot to find
an odor source without explicating search strategies. Two deep
neural networks (DNNs), including feedforward and long short-
term memory neural networks (FNN and LSTM), are devised
to calculate robot heading commands based on onboard sensor
readings. The training dataset is obtained by implementing
traditional olfactory-based navigation algorithms, namely moth-
inspired and Bayesian-inference methods, on a mobile robot in
hundreds of odor source localization (OSL) tests. After the su-
pervised learning, DNNs are validated in real-world experiments
with unseen odor source locations and airflow fields. Experi-
ment results show that both FNN and LSTM can imitate the
moth-inspired method but cannot effectively learn the complex
Bayesian-inference method. In terms of the averaged search time
in repeated tests, the proposed FNN and LSTM outperform the
Bayesian-inference method by 18% and 14%, respectively, and
both networks achieve a comparable search performance with
the moth-inspired method.

I. INTRODUCTION

Olfaction, also known as the sense of smell, is an impor-
tant sensing ability that is widely used by animals in life-
essential activities, such as homing, foraging, mate-seeking,
evading predators, etc. Inspired by odor search behaviors of
animals, mobile robots, equipped with odor-detection sensors,
could locate an odor source in an unknown environment.
The technology of employing robots to find odor sources is
referred to as robotic odor source localization (OSL) [1]. Some
robotic OSL applications include monitoring air pollution [2],
locating chemical gas leaks [3], finding unexploded mines and
bombs [4], and marine surveys such as locating underwater
hydrothermal vents [5].

Robotic OSL has been viewed as a challenging task due
to the turbulent nature of airflows and the resulting odor
plume characteristics [6]. The key to correctly finding an odor
source is the design of effective olfactory-based navigation
algorithms. Like image-based navigation algorithms, which
extract the information from images as the reference to navi-
gate a robot, olfactory-based navigation algorithms detect odor

Fig. 1. The general idea of the deep learning-based navigation method. A
DNN takes sensor readings as inputs, including airflow velocities, chemical
concentrations, and indoor positions, and calculates robot heading commands,
which navigate the robot moving toward the odor source.

plumes as cues to guide a robot moving toward an odor source.
Existing olfactory-based navigation methods can be catego-
rized into two types, namely bio-inspired and engineering-
based (i.e., probabilistic) methods [7]. A bio-inspired method
directs a plume-tracing robot to find the odor source by
mimicking animals’ odor search behaviors. A typical example
is the mate-seeking behaviors of male moths, which could
find female moths over a long distance via tracing emitted
pheromones [8]. To complete this task, a male moth adopts
a ‘surge/casting’ behavior pattern: a male moth flies upwind
when it detects pheromones and traverses the wind direction
when pheromones are absent. By contrast, engineering-based
methods utilize math and physics approaches to deduce odor
plume distributions and predict possible odor source locations.
Then, a path planning algorithm is employed to construct a
collision-free trajectory, navigating the robot to move to the
estimated target.

Comparing existing olfactory-based navigation methods, the
limitation of the bio-inspired methods is lacking the ability to
estimate odor plume locations. When the robot loses plume
contact, it can only conduct a time-consuming ’casting’ behav-
ior to re-detect plumes. As for an engineering-based method,
the computational cost grows significantly with respect to the
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size of the search area and the resolution of the source mapping
algorithm. The high computational cost for loop updating
source estimates in every time step restrains its applications on
mobile robots, which have the limited computational capacity.
Thus, a desired olfactory-based navigation algorithm should
be effective in different flow environments and light-weighted
in computational demands for implementing on robotic agents.

Motivated by this consideration, we attempt to leverage the
OSL problem via the deep learning (DL) methods. Benefits of
training DNNs to solve the OSL problem include: 1) compared
to engineering-based navigation methods, the query time of
DNNs is predictable and unaffected by search environments,
which is suitable for implementing on mobile robots; 2)
DNNs can learn other successful navigation methods from
demonstrations without explicating the specific navigation
algorithm; 3) DNNs have the potential to continually improve
the performance by adding more search examples in training
data sets. However, the main challenge is collecting training
data sets since OSL experiments are expensive to be repeatedly
performed in different search conditions.

The main contribution of this work is to investigate the
feasibility of implementing the DL algorithms on the OSL
problem. The objective is to obtain a deep neural network
(DNN) that navigates a plume-tracing robot to find the odor
source without explicating odor search algorithms. Two types
of DNNs, namely feedforward and long-short term memory
[9] (FNN and LSTM), are devised to guide a mobile robot in
finding the odor source. During the plume tracing process,
DNNs calculate robot commands based on onboard sensor
measurements. Two paradigms from categories of bio-inspired
and engineering-based methods, namely moth-inspired [10]
and Bayesian-inference [11] methods, are employed as expert
methods to generate training data sets. Expert methods are
implemented on a mobile robot (as shown in Fig. 1) in
hundreds of repeated OSL tests. After the supervised training,
the proposed DNNs are implemented in previously unseen
search environments, i.e., new odor source locations and
airflow fields, to validate their performance in the real-world
scenario.

II. RELATED WORKS

Robotic OSL is a heated research topic in recent decades
[12]. Thanks to the development of technologies in robotics
and autonomous systems, implementing mobile robots to find
an odor (or chemical) source becomes feasible. Early works
of robotic OSL attempt to complete this task via a simple
gradient following algorithm, i.e., chemotaxis. A common
implementation is to install a pair of chemical sensors on
the left and right sides of a plume-tracing robot, where the
robot is commanded to steer to the side with the higher
concentration measurement [13]. Many research works [14],
[15], [16], [17] have proved the validity of chemotaxis in
laminar flow environments (i.e., low Reynolds numbers).

In turbulent flow environments (i.e., high Reynolds num-
bers), bio-inspired and engineering-based methods were pro-
posed to solve the OSL problem. Inspired by mate-seeking

behaviors of male moths, the moth-inspired method has
demonstrated its validity on many robotic OSL applications.
Lochmatter et al. [18] implemented the moth-inspired method
on a mobile robot in a laminar flow environment. Li et al.
[19] applied the moth-inspired method on an autonomous
underwater vehicle (AUV) to find an underwater chemical
source over a large search area. Recently, Shigaki et al. [20]
presented a time-varying moth-inspired method, where the
duration of the ‘surge’ behavior is controlled via an equation
obtained from observations of biological experiments. Besides,
many other bio-inspired search strategies have been proposed,
such as zigzag [21], spiral [22], fuzzy-inference [23], and
multi-phase exploratory [24].

Engineering-based methods, on the other hand, navigate
a robot relying on odor source estimations. To indicate the
odor source distribution, constructing a source probability map
is the common approach. This map divides the search area
into multiple small regions and assigns every region with a
probability, indicating how likely this region contains the odor
source. Algorithms that construct a source probability map
include the Bayesian-inference theory [11], particle filter [25],
hidden Markov model (HMM) [26], occupancy grid mapping
[27], source term estimation [28], [29], and partially observ-
able Markov decision process (POMDP) [30]. After a source
probability map is obtained, the robot is commanded to move
toward the estimated source location (i.e., the region with the
highest probability of containing the odor source) via a path
planning algorithm. Possible path planners include the artificial
potential field (APF) [31] and A-star [32] algorithms. Besides,
Vergassola et al. [33] proposed the ‘infotaxis’ algorithm, which
uses the information entropy to guide the robot searching for
the odor source. In this method, the robot selects a future
movement that mostly reduces the information uncertainty of
the odor source.

In the field of DL-based OSL methods, limited works
have been carried. Recent developments include designing
DNNs to predict the gas leaking locations from a stationary
sensor network or adopting reinforcement learning algorithms
to learn a plume tracing strategy. Kim et al. [34] trained
a recurrent neural network (RNN) to predict possible odor
source locations via the data obtained from a stationary sensor
network, where the training data is acquired from a simulation
program. Hu et al. [35] presented a plume tracing algorithm
based on the model-free reinforcement learning algorithms.
The deterministic policy gradient (DPG) is employed to train
an actor-critic network (built upon LSTM networks), where
the actor-network controls an AUV to search odor plumes and
find the odor source (i.e., hydrothermal vents). Wang et al. [36]
trained and implemented an adaptive neuro-fuzzy inference
system (ANFIS) to solve the OSL problem in simulations,
where real-world implementations are needed to prove its
validity.

By summarising these works, it can be discovered that
despite the high-level intelligence and potential benefits of DL
technologies, using DL methods to solve an OSL problem is
still in its infancy and requires further research. Besides, most

525
Authorized licensed use limited to: Louisiana Tech University. Downloaded on February 22,2024 at 02:03:52 UTC from IEEE Xplore.  Restrictions apply. 



TABLE I
DEFINITIONS OF VARIABLES

Symbols of
Variables

Definitions of
Variables

t (s) Algorithm running time
u (m/s) Wind speed at the robot position
ϕ (rad) Wind direction at the robot position
ρ (mmpv) Odor concentration at the robot position
x (m) Robot horizontal position
y (m) Robot vertical position
ψ (rad) Robot heading angle
v (m/s) Robot speed
vc (m/s) Robot speed command
ψc (rad) Robot heading command

mmpv: million molecules per cm3

DL-based OSL methods are validated in virtual environments,
where flow fields and plume distributions are simulated. Real-
world implementations are needed to proof the validity of DL
methods in the OSL problem.

III. METHODOLOGY

A. DNN-Based Plume Tracing Algorithm

In this work, the OSL is considered as a two-dimensional
(2-D) problem since the aimed robotic platform is a ground
mobile robot. The main objective of this work is to obtain a
DNN model that guides the mobile robot to locate an odor
source in an unknown environment. To achieve this goal, the
DNN model is trained to calculate robot commands, i.e., C,
based on states, i.e., S:

C = Fθ(S). (1)

This DNN model is parametrized by a parameter vector θ,
and the optimal θ is found during the process of supervised
training, which minimizes the difference between outputs of
the DNN and the ones demonstrated by expert methods.

B. Generate Training Data Sets

1) Inputs and Outputs of DNNs: Two expert methods,
namely moth-inspired [10] and Bayesian-inference methods
[11], are employed to generate training data sets. These two
navigation methods are chosen to generate the training dataset
since they are paradigms in categories of bio-inspired and
engineering-based methods, respectively, and they have been
proofed to be valid in real-world experiments [37], [38].

To learn expert methods, DNNs should be offered with
similar input information. In the moth-inspired method, odor
concentrations (ρ) and wind directions (ϕ) are required to de-
termine the robot search behaviors. For the Bayesian-inference
method, robot positions (x and y), wind speeds (ux and uy),
and algorithm running time (t) are essential to estimate odor
source locations. To properly learn expert methods, aforemen-
tioned variables are included in DNN inputs. For outputs of
DNNs, only speed and yaw angle commands (vc and ψc) are
needed to control the mobile robot on a 2-D plane, thus, these
two variables are included in DNNs’ outputs. It should be
mentioned that all angle-related variables are converted into

(a) (b)

Fig. 2. (a) Search area. Possible odor source locations in the training dataset
are labeled with the red dot. (b) System configuration. This system contains
three main components, including mobile robot, ground station, and indoor
localization system. The solid connection line represents physical cables, and
the dotted connection line represents wireless link.

the vector forms, including wind directions (ϕ), robot yaw
angles (ψ), and yaw angle commands (ψc):{

ux = u cosϕ, vx = v cosψ, vc,x = vc cosψc

uy = u sinϕ, vy = v sinψ, vc,y = vc sinψc
. (2)

This is because angles do not make a good DNN input: one
angle could refer to two different values such as −π and π, and
angles should not matter if the corresponding speed is zero. For
the easy reference, Table I lists variables and corresponding
definitions in S and C. Therefore, the input vector S can be
defined as:

S = (t, ux, uy, ρ, x, y, vx, vy), (3)

where ux, uy , vx and vy are wind and robot speeds in x and
y directions, respectively. Besides, DNN’s outputs are defined
as:

C = (vc,x, vc,y). (4)

2) Collect Training Data from Real OSL Experiments: To
collect training data, the mobile robot, implemented with the
expert navigation methods, was repeated tested in real-world
OSL experiments.

The experiment field is in the indoor autonomous robots
testing lab at the Embry-Riddle Aeronautical university. The
lab is divided into two areas, including a search area where
the robot can move and an operation area for accommodating
the ground station. As shown in Fig. 2(a), the size of the
search area is 9 × 4 m2, containing an odor source and an
electrical fan. Ethanol was employed as the odor source since
it is minimally toxic and commonly implemented in the OSL
research [39]. Besides, ethanol was put in a humidifier to
consistently release odor plumes.

Fig 2(b) presents the configuration of the implemented
robotic system, containing a mobile robot, a ground station,
and an indoor localization system. The robot is equipped with
a chemical sensor (MQ-3, Waveshare) and an anemometer
(WindSonic, Gill Instruments), which are connected to a
micro-controller (Arudino Mega, Arduino) for reading sensor
measurements. The second onboard micro-controller controls
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(a) (b) (c)

Fig. 3. Different odor source locations and airflow fields in the training
dataset. (a) (−0.4, 1) m. (b) (−1.3, 1) m. (c) (0, 5) m. The airflow direction
for (a) and (b) points to the positive side of y axis, while the airflow direction
for (c) points to the negative side of y axis.

robot motors via a motor driver (Sabertooth, Dimension En-
gineering). Two micro-controllers can communicate with the
ground station via a wireless communication network (Xbee,
Digi international). The Vicon tracking system (Vicon Inc.)
is employed to determine indoor positions, which sends robot
positions and orientations to the ground station. The response
time of all sensors were set to 0.25 s.

During an OSL trial, the robot sends sensor measurements
to the ground station, where the navigation algorithm is
implemented. Since the chemical sensor has a long recovery
time, an adaptive concentration threshold [25] is employed to
distinguish the odor detection and non-detection events. After
the calculation in the ground station, robot commands will be
transmitted to the mobile robot via the wireless communication
network. Then, the robot moves toward the target heading and
collects information at the new location. The transmission time
between the robot and ground station is negligible (less than
1 ms). These processes repeat until the robot finds the odor
source.

To collect training data, over 200 OSL trials were con-
ducted, i.e., 100 trials for each expert method. In these OSL
trials, the odor source was placed at three different positions
as shown in Fig. 3, and the robot initial position was randomly
selected in the downwind regions. During the plume tracing
process, a data tuple that consists of the input state vector
St, which is obtained from sensor measurements, and expert
command Cexp,t, which is produced by the implemented
expert method, is recorded at every time t. An OSL trial is
considered as complete if the robot reaches the odor source
location or the algorithm running time is beyond the time limit,
i.e., 200 s. The odor source is considered as located if the robot
is in vicinity of it (within 0.5 m). In real-world applications,
the source declaration step could be completed with aids of
external sensors such as cameras, which could recognize an
odor source from a close distance.

3) Training Data Specifications: Depending on the type
of the expert method, two training data sets, namely MO-
Train (obtained from the moth-inspired method [10]) and BA-
Train (obtained from the Bayesian-inference method [11]), are
acquired.

During the training process, only 80% of training data is
used to train DNN models, while 10% of the remaining data,
termed testing data set, is used to test DNN models after the
training, and the last 10% data, termed validation data set,
is used to compute validation errors. The training process is
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Fig. 4. (a) The structure of the proposed FNNs. Notations inside a blue layer
represent the layer type, filter size, and activation function, respectively. A
dense layer indicates a fully-connected neural network; (b) MSEs of FNNs
with varying filter sizes and hidden layers on two testing data sets, including
MO-test and BA-test.
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Fig. 5. (a) The structure of the proposed LSTM network. Inputs of the LSTM
network include previous sensor readings, i.e., St−k+1 to St, where the
length of inputs is k. Multiple LSTM cells are stacked to form a deep LSTM
network; (b) MSEs of LSTM networks with the varying time steps of inputs
(i.e., k) on testing data sets.

terminated once the validation error is not improved in 20
episodes or the training epoch reaches the limit. The validation
error is defined as mean absolute errors (MAEs), i.e., 1/n ·∑n

i=1 |Fθ(Si)−Ci,exp|, where n is the size of validation data
set.

C. Design DNNs for OSL Problems

As mentioned, two types of neural networks, i.e., FNN
and LSTM, are employed for the representation of Fθ. The
motivation for choosing FNN is that we want to use a simple
DNN structure to investigate the viability of implementing
DL approaches on OSL problems. Besides, the intuitive FNN
could also be employed as the baseline to evaluate the perfor-
mance of other types of DNN models in the OSL problem. To
determine the optimal structure of the FNN network, varying
numbers of hidden layers and filter sizes are evaluated with the
testing data sets. Fig. 4 shows the mean square errors (MSEs,
i.e., 1/m·

∑m
i=1(Fθ(Si)−Ci,exp)

2, where m is the size of the
testing dataset) of implementing different FNNs with varying
hidden layers on testing data sets. It can be observed that
larger models (i.e., more layers) achieve better performances
(i.e., lower MSEs) but overfit (i.e., the MSE increases) when
the model is too complicated. Based on plots, the FNN with
4-layer and 128 filters is selected for training both MO-train
and BA-train.
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Besides the simple FNN network, we also train a LSTM
network. Unlike standard FNNs, LSTMs have feedback con-
nections, which bring the previous output to the input at the
current time step. In this work, inputs of a neural network
are onboard sensor readings and outputs are robot commands.
By using LSTMs, the sensor data history can be involved in
the calculation of robot commands at the current time step.
This feature may be useful in learning the Bayesian-inference
method, which deduces possible odor source locations via
sensed airflow history. Similar to FNNs, we determine the op-
timal structure of LSTM by examining multiple combinations
of layer numbers and the size of input (i.e., how many time
steps k are included in the input). Fig. 5 shows the plot of
MSEs of implementing different structure LSTMs on testing
data sets. Based on the plot, we choose the input time step
as 4 for both MO-Train and BA-Train, where the number of
LSTM layers is 3 for the MO-Train and 2 for the BA-Train.

D. Training DNN Models

The supervised learning [40] is employed as the training
algorithm to train DNNs, which aims to find the optimal
parameter vector θ∗ that minimizes the loss function J . The
loss function J is defined as the mean square error between
DNN outputs Fθ(S) and expert demonstrations Cexp, which
can be represented as:

J (ΓB) =
1

NB
·
j+NB∑
i=j

(Fθ (Si)−Ci,exp)
2
, (5)

where ΓB is a mini-batch that contains NB (32 in our work)
samples from a training data set. The gradient of the cost
function with respect to model parameters is calculated using
the backpropagation algorithm [41], and the optimization al-
gorithm that updates model parameters is the Adam optimizer
[42].

Additionally, inputs and outputs are scaled before training
a neural network. Unscaled input variables can result in a
slow or unstable learning process, whereas unscaled target
variables on regression problems can result in exploding
gradients causing the learning process to fail [43]. Here, we
normalize inputs and outputs before the training by subtracting
the mean and dividing by the standard deviation of each
feature. The training process is considered as complete if one
of the following two conditions is satisfied: 1) the training
epoch reaches the limit (i.e., 200 in implementations); 2) the
validation error does not improve in 20 consecutive epochs.
Google® TensorFlow [44] is employed as the framework to
construct and train DNN models, and the training process is
complete on an Intel® i7-8750 CPU with the Nvidia® GeForce
GTX 1070 GPU acceleration.

After training with the training data sets generated by two
expert methods, i.e., MO-Train and BA-Train, four DNNs
are obtained, termed FNN-Moth, LSTM-Moth, FNN-BA, and
LSTM-BA. This notation consists of the type of DNN and the
corresponding training data set, e.g., FNN-Moth is the FNN
trained with MO-Train.
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Fig. 6. Six sample OSL trials with different navigation methods.

IV. EXPERIMENTS

A. Sample OSL Trials

We first demonstrate the search trajectories generated by
implementing the trained DNNs in a seen environment (i.e.,
Fig. 3(c)), where the odor source location is placed at (0, 5)
m and the airflow direction points to the negative side of the
y axis.

Fig. 6 presents search trajectories generated by expert
methods and DNNs. Fig. 6(a), 6(b), and 6(c) show search
trajectories generated by the original moth-inspired method,
FNN-Moth, and LSTM-Moth, respectively. It can be seen that
three search trajectories are very similar and all end up with
the odor source location, indicating that the proposed DNNs
can mimic the moth-inspired method to correctly find the odor
source. As for the Bayesian-inference method (presented in
Fig. 6(d)), the search trajectory produced by the LSTM-BA
(i.e., Fig. 6(f)) achieves a shorter search time than the FNN-
BA (i.e., Fig. 6(e)), indicating a better search performance.
This is because the context understanding ability of the LSTM
network is more suitable for learning the Bayesian-inference
method, which requires the knowledge of the sensor reading
history to estimate possible odor source locations.

In this group of tests, search trajectories generated by
DNNs are similar to the expert methods, and both FNN and
LSTM can find the odor source location in these sample OSL
trials. However, it is possible that DNNs memorize the final
odor source location instead of learning the actual searching
strategies demonstrated by the expert methods. Thus, trained
DNNs need to be examined in previously unseen environments
to verify their validities.
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(a) (b) (c)

Fig. 7. Unseen search environment where odor source locations are located
at (a) (1, 0) m, (b) (−1, 5) m, and (c) (−2, 3) m. New airflow directions
are created in unseen environments, where the airflow direction points to (a)
negative side of x axis, (b) negative side of y axis, and (c) positive side of x
axis.
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Fig. 8. Robot search trajectories generated by the proposed DNNs with
different robot initial positions in previous unseen environments. In these
diagrams, blue stars indicate robot initial positions, the red dot represents the
odor source location, and the red dotted line shows the source localization
range (i.e., 0.5 m): the odor source is considered as located if the robot is
inside this range.

B. Search Results in Unseen Environments

In this group of tests, trained DNNs are tested in unseen
environments. As shown in Fig. 7, we choose three new
odor source locations and airflow directions to construct the
testing environment, and for each new odor source location,
various OSL trials were conducted with different robot initial
positions.

Fig. 8 shows the search results of trained DNNs in unseen
environments. It can be observed that both FNN-Moth and
LSTM-Moth networks, trained by the moth-inspired method,
can correctly find the odor source in new environments. In
these trials, the robot demonstrates the ability to mimic the
moth-inspired method, which can effectively find the odor
source by performing the upwind movement (similar to the
‘surge’ behavior) or the crosswind excursion (like the ‘casting’
behavior) to move toward the odor source. By contrast, the
performance of FNN-BA and LSTM-BA, trained with the
Bayesian-inference method, is not satisfied, where only a few
of successful tests.

This result is anticipated since the search strategy in the

TABLE II
SEARCH RESULTS OF FOUR NAVIGATION METHODS IN REPEATED TESTS.

µ: MEAN SEARCH TIME; σ: STANDARD DEVIATION

Test
Name

Moth-
inspired

Method (s)

Bayesian-
inference

Method (s)

FNN-
Moth

(s)

LSTM-
Moth

(s)

Test 1 18 40 21 20
Test 2 21 24 19 20
Test 3 19 23 20 21
Test 4 20 22 20 21
Test 5 19 23 20 21
Test 6 26 28 25 30
Test 7 27 28 28 28
Test 8 28 42 25 26
Test 9 25 30 30 29
Test 10 27 27 27 30

µ (s) 23.0 28.7 23.5 24.6
σ 3.9 7.0 4.0 4.4

moth-inspired method is much simpler than the one demon-
strated by the Bayesian-inference method, which finds the
odor source relying on mathematical calculations. For the
Bayesian-inference method, the underlying calculation process
cannot directly reflect on the robot search behaviors, making it
difficult for DNNs to mimic its search strategy. Given the same
amount of training data sets, DNNs are more likely to learn
the simple moth-inspired method than the Bayesian-inference
counterpart. One possible solution is adding more demon-
strations with different odor source locations to diversify the
training data set. Still, the increasing time and efforts to collect
training data and raise training time are also significant.

C. Compare with Expert Methods in Repeated Tests

In this group of tests, we implement the FNN-Moth and
LSTM-Moth networks in an unseen environment, where the
odor source is located at (−1, 5) m. To evaluate the search per-
formance, two DNNs are compared with two expert methods.
For each navigation method, 10 OSL trials were conducted.
The robot initial position is at (−0.7, 2) m in Test 1-5 and
changes to a far position at (−1.2, 1) m in Test 6-10. Search
results are reported in Table II.

It can be observed in Table II that all navigation methods
can correctly navigate the robot to find the odor source. In
terms of the averaged search time (µ) and standard deviation
(σ), the moth-inspired method achieves the best performance
among other methods. Two DNNs attain a comparable search
performance with the moth-inspired method. Moreover, the
FNN-Moth is slightly better than the LSTM-Moth network
due to the lower averaged search time (23.5 s v.s. 24.6 s) and
standard deviation (4.0 v.s. 4.4). Repeated tests reflect that
both neural networks can effectively learn the moth-inspired
method to locate an odor source in a new search environment.

V. CONCLUSION AND FUTURE WORKS

This paper presents DL-based plume tracing algorithms.
Two DNNs are devised, including FNN and LSTM networks.
DNNs calculate robot commands that navigate the robot to
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find the odor source based on onboard sensor readings during
the plume tracing process. Two expert methods, namely moth-
inspired and Bayesian-inference methods, are employed as
expert methods to generated training data sets. Hundreds of
OSL trials were conducted to collect training data, and after
training, DNNs are validated in unseen search environments.
Experiment results show that both FNN and LSTM can mimic
the moth-inspired method but cannot effectively learn the
Bayesian-inference method given the same amount of training
data. In repeated tests, the search performance of DNNs is
comparable with the expert method.

The experimental idea presented in this paper shows a new
direction to approach the robotic OSL problem: using DNNs
to learn an olfactory-based navigation algorithm. With the
limited training data set, experiment results show that DNNs
can effectively learn a simple plume tracing strategy but not
a complex one. In the future, the training data set could
be diversified with more demonstrations, including different
odor source locations and navigation methods. Besides, other
AI algorithms, such as reinforcement learning, could also be
implemented to solve the robotic OSL problem.
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