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Abstract—This paper presents a deep learning (DL)-based
approach for retrieving aerosol and ocean optical parameters
from polarimeter measurements. The traditional data retrieval
method, i.e., Microphysical Aerosol Properties from Polarimetry
(MAPP) algorithm, involves vector radiative transfer (VRT)
calculations, which are a time-consuming and computationally
intensive process. To address this limitation, we propose replacing
the VRT calculations in MAPP with DL models to accelerate
the data retrieval process. The core idea is to train DL mod-
els to replicate VRT calculations used in MAPP. To achieve
this, we collected 2 million input-output pairs from the VRT
calculations in MAPP to construct a comprehensive training
dataset. Three types of DL models, including feedforward neural
networks (FNNs), convolutional neural networks (CNNs), and
recurrent neural networks (RNNs), were developed to learn the
underlying VRT calculation pattern through supervised learning.
The performance of these models was evaluated using a test
dataset, with the RNN model achieving the highest prediction
accuracy. Experimental results indicate that the proposed DL-
based approach can improve the data retrieval efficiency of
MAPP algorithm while maintaining high accuracy in the data
retrieval process.

Index Terms—deep learning, passive remote sensing, polarime-
try

I. INTRODUCTION

Launched in 2024, the Plankton, Aerosol, Cloud, and Ocean
Ecosystem (PACE) satellite is NASA’s recent Earth observ-
ing satellite. Equipped with two multi-wavelength, multi-
angle imaging polarimeters [1], PACE measures and monitors
aerosol and ocean parameters, enabling environmental scien-
tists to investigate the impacts of climate change on ocean
phytoplankton blooms and understand how airborne particles,
such as dust and smoke, influence cloud formation and the
Earth’s heating and cooling dynamics [2].

A conventional method for extracting aerosol and ocean
parameters is the Microphysical Aerosol Properties from Po-
larimetry (MAPP) algorithm [3], which employs optimal esti-
mation to iteratively fit a state vector of aerosol and ocean pa-
rameters by minimizing the difference between the estimated
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Fig. 1. The proposed Deep Learning (DL)-based satellite data retrieval method
is designed to replace the vector radiative transfer (VRT) in the conventional
data retrieval algorithm, MAPP [3], to accelerate the data retrieval time.

and observed polarimeter measurements. A key step in MAPP
is to map the state vector to polarimeter measurements using
vector radiative transfer (VRT) calculations. While effective,
the major limitation of MAPP is its processing speed since
solving VRT equations is computationally intensive, making
the algorithm impractical for large-scale data retrieval tasks.

In this work, as illustrated in Fig. I, our objective is to
replace the time-intensive VRT calculations in MAPP with
deep learning (DL) techniques. Recent advancements in DL
algorithms and computational hardware have established DL
as a powerful tool for addressing complex problems across
diverse domains, including image processing [4], [5], data
prediction [6], [7], and robot control [8], [9]. The motivation
for using DL techniques to replace VRT calculations lies
in their significantly faster query times. For instance, the
calculation time for MAPP in one cycle data retrieval takes 60
minutes [10], while the DL models’ query time is less than 1
second. In addition, DL models can effectively replicate the
functionality of VRT. Thus, this approach has the potential to
transform data retrieval efficiency, making it scalable for large
datasets and real-time applications.

The core of training a DL model lies in enabling it to learn
a mapping function from provided input-output data pairs. To
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develop DL models capable of replicating the functionality of
VRT calculations, we first generated a diverse training dataset
by pre-running VRT calculations in MAPP with a variety of
input state vectors. Each input and its corresponding output
were recorded as input-output pairs, and a total of 2 million
pairs were collected for the training dataset, with an additional
200,000 pairs collected for the testing dataset. Three types of
DL models, including feedforward neural networks (FNNs),
convolutional neural networks (CNNs), and recurrent neural
networks (RNNs), were developed in this work. The proposed
FNN, incorporated with multiple hidden layers, predicts the
VRT calculation results based on a single input state vector.
In contrast, the CNN and RNN architectures are designed
to process multi-step input vectors, enabling them to predict
VRT results while incorporating contextual information. We
summarize the contributions of this work as follows:

« We developed three types of DL models, including FNN,
CNN, and RNN, to replicate the functionality of VRT in
the MAPP algorithm, accelerating the aerosol and ocean
data retrieval process from satellite measurements;

o We prepared an extensive training dataset of 2 million
input-output pairs, generated from pre-computed VRT
calculations, and used it to train the developed DL
models;

o We evaluated the trained DL models on an additional
testing dataset containing 200,000 input-output pairs. Ex-
perimental results show that the proposed RNN, with the
slide window of size 3, achieved the highest prediction
accuracy.

The remainder of this paper is organized as follows: Section

II reviews related works on data retrieval from polarimeters;
Section III outlines the proposed DL-based models and details
the training process; Section IV presents the results of the
trained DL models on the testing dataset; and Section V
discusses the conclusions and future research directions of this
work.

II. RELATED WORKS

Aerosol and ocean data retrieval refers to the process of
extracting information about atmospheric aerosols and ocean
properties from satellite measurements [11]. In this data re-
trieval process, a forward model that maps aerosol and ocean
properties into satellite measurements is a necessary step.
Many existing data retrieval algorithms have modeled this for-
ward model as VRT [3], [12]-[15]. However, VRT calculations
are computationally intensive, making it challenging to apply
these methods to large-scale data retrieval tasks. Therefore, a
key research question naturally arises: can the time-consuming
VRT calculations be replaced with a faster method while
preserving the functionality and accuracy of VRT?

With advancements in DL algorithms and the increas-
ing affordability of computational resources, the use of DL
techniques for solving real-world challenges has become
widespread. In image processing, CNNs have dominated ob-
ject detection and image classification tasks for the past decade
[16]-[18]. In natural language processing (NLP), RNNs and

the recently developed Transformers [19] excel in text gen-
eration, translation, and sentiment analysis [20]. In robotics,
DL-controlled robots can defeat human players in the game of
Go [21] and can be utilized for path planning in autonomous
driving tasks [22].

Inspired by these advancements and the ability of DL
to replicate complex mapping functions, researchers have
explored using DL techniques to replace computationally
expensive VRT calculations, thereby accelerating the data
retrieval process. For instance, the PACE-MAPP algorithm
[23], designed to process polarimeter measurements from
the PACE satellite, utilizes a four-layer FNN as the for-
ward model to replace VRT calculations. Experimental results
show that the developed FNN can accurately replicate VRT
functionalities and decrease the overall data retrieval time.
Similarly, Dommalapati et al. [10] employed an FNN to re-
place VRT calculations in the particulate matter (PM) retrieval
from polarimeter measurements. Gao et al. [24] proposed the
FastMAPOL algorithm, which replaces the VRT calculations
with a FNN. In this work, various combinations of layers and
nodes in the DL structure were investigated to optimize the
prediction performance.

Compared to these existing DL-based efforts in satellite data
retrieval, our work distinguishes itself in two ways: (i) Besides
FNNs, we investigated more advanced DL architectures, in-
cluding CNNs and RNNs, for replacing VRT calculations in
satellite data retrieval tasks. While the use of DL models in
this field has grown in popularity, previous works have largely
focused on FNNs, with minimal exploration of CNNs and
RNNs; (ii) Our models were trained on an extensive dataset
of 2 million input-output pairs, significantly larger than the
datasets used in prior studies, such as 120,000 pairs in [23].
This extensive dataset allows our models to capture a wider
range of variations to ensure the generalization of the proposed
DL models in various using scenarios.

III. METHODOLOGY
A. Problem Formation

The main task of this work is to design DL models, i.e.,
Deep Neural Networks (DNNs), to replicate the functionality
of VRT calculations in the MAPP algorithm [3]. In MAPP,
the data retrieval starts with an initial estimate of aerosol
and ocean parameters, known as the state vector. These initial
estimates are mapped to the polarimetry data using VRT calcu-
lations, and the resulting mapped polarimetry data is compared
with observed (i.e., real) polarimetry data measurements. The
difference between the estimated and observed data is then
used to iteratively update the state vector. This iterative process
continues until the gap falls within a predefined uncertainty
threshold.

Polarimeter measurements consist of two key parameters:
the Reflectance (R;) and the Degree of Linear Polarization
(DOLP). Both are vectors with 11 features each, resulting in
a combined sensor measurement vector, y = [R;, DOLP],
containing 22 features. The state vector, x, includes aerosol
and ocean properties such as aerosol optical depth, marine
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Fig. 2. The architecture of the proposed (a) FNN, (b) CNN, and (¢) RNN models. For inputs of CNN and RNN, multiple inputs, i.e., c, are fed to the model
to make a prediction. The FNN consists of three hidden layers, each containing 256 nodes, and an output layer, also with 256 nodes. For all DL models, the

output layer generates outputs for the Ry and DOLP features.

aerosol, and ocean surface roughness, totaling 11 features. For
the MAPP algorithm, 3 additional solar-instrument observation
geometries are included in the state vector, bringing the total
to 14 features. The values in x are iteratively refined by
minimizing the following cost function [3]:

(I)(X)data + (D(X)prior

[(F =3)"SHF =) + (x—xa)" 87" (x = xa)],

ey
where f represents VRT calculations that map the state vector
into polarimeter measurements, i.e., ¥ = f(x); x, is the a
priori state vector, using the mean of the allowable range of
each feature in x; S. and S, are tuning matrices to adjust
the weights of latest sensor measurements or initial parameter
estimates, respectively. In this work, we seek to replace f with
a DNN.

X2 (x)

1
2

B. DNN Model Design

We begin with the simplest DL structure, i.e., FNN. The
architecture of the proposed FNN, illustrated in Fig. 2(a),
consists of an input layer, three hidden layers, and an output
layer. Each layer contains 256 nodes, and 3 hidden layers
include the ReLU activation function [25] to introduce non-
linearity.

Compared to the FNN, both CNN and RNN architec-
tures are designed to process the sequential data structure,
enabling them to incorporate contextual information when
making predictions. As shown in Fig. 2(b), the proposed CNN
model begins with a convolutional block comprising two 1-
dimensional convolutional layers. Each convolutional layer has
256 nodes, a kernel size of 2, and a stride of 1. Following the
convolutional layers, the output is flattened and passed through
a fully connected block consisting of one hidden layer with
the ReLLU activation function and an output layer.

Inputs, x Outputs, y
Data 1 1 24 1
[o
(0]
Data 2 s 2
2
Data 3 T g 3
Datad [ & ] l 4
Data N N N
(. N J
14 features 22 features

Fig. 3. The dataset is fed to DNNs using a sliding window, where the CNN
and RNN models are trained using ¢ sequential input entry to predict 1 output
entry, while the FNN model is trained using 1 sequential input data to predict
1 output entry. Here, c is the length of slide window.

For the RNN model, we utilize a Long Short-Term Memory
(LSTM) architecture. As depicted in Fig. 2(c), the architecture
starts with an input layer that processes sequences of aerosol
and ocean parameter data. The input is passed through two
stacked recurrent layers equipped with LSTM memory cells,
which are capable of learning both short- and long-term
dependencies in the data [26]. The encoded representation
is then fed into a fully connected layer, which integrates the
learned features and produces the output predictions.

C. Training Details

1) Training Data Collection: The training data was ob-
tained by using VRT calculations in MAPP with the provided
input state vectors. Here, we generate simulated state vectors
and then use the forward model (i.e., VRT) in MAPP to
calculate the result. The simulated input state vector was ob-
tained from a uniform distribution of realistic state parameter
to create a set of diverse yet plausible state vectors. Then,

Authorized licensed use limited to: Louisiana Tech University. Downloaded on May 22,2025 at 20:46:18 UTC from IEEE Xplore. Restrictions apply.

1544



SoutheastCon 2025

1556 1385 1396 1413 1441

1470 1533 1549 1669 1759 1873

99. B o7 3

075

075 075 075 075
K 7 Py S o Ky Ky Iy Iy
050{ o 050 050 050 050 'y 050 o 4 0s0{ o ¥ 0s0{ o 050 o 0s0{ o 0so{ o
° ° o ° o ° °
025 025 025 025 025 025 025 025 025 025 025
o000 F R: 099374 :0.99888| | :0.99871| oo (@R 0.09820| | @PR:0.99733| | FFRi0.99620| | | FFR:000407| | GFR:009385| - |GFR 009205| IR 0.99042| - |PR:0.98821
00 o5 00 os 00 05 00 05 00 o5 00 o5 00 05 00 05 00 o5 00 os 00 05
DoLP 556 DolP 385 DoLP 396 DoLP 413 DoLP 441 DolP 470 DolP 533 DoLP 549 DoLP 669 DolP 759 DolP 873
1 1 10 1 10 10 10 10 1.0 10 10
05 05 05 05 05 / 05 / 05 0s 05 05 05
0ol Ri090082| | gFRi099983| o IgFR009084] o |gFRi0.00084| | gPRi0.90984| . |gFRi0.00085| | |gFRi009083| |gPRi009982| o I|gPRi0.00075| | |gFRi0.99960| . \@FR:0.99956
0.0 0.5 10 0.0 0.5 10 0.0 05 10 0.0 0.5 10 0.0 0.5 10 0.0 0.5 10 0.0 05 10 0.0 0.5 10 0.0 0.5 10 0.0 0.5 10 0.0 0.5 10
a) FNN
1556 1385 1396 1413 1441 1470 1533 1549 1669 1759 1873
075 '608 075 og 0.75 e@ 075 ,}g 075 §| o5 § o7 08 075 608 075 § 0.75 og 0.75
° 8 .6 8 & ® o ° ° ) (© ° ® o 8 o ® o
050 . 050 0.50 050 050 050 & 050 050 050
3 o] 8 $ § 2 8 ® o] g F [ [ el 2
0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.25 / 0.25
000 PR 008453 | PR 000643 | | MPR:0.00587 | o |@PR:0.99446| o :0.99222| (o :0.98981 | (o :0.98580 | o \@PR 0.98496| | @FRi0.98106] :0.97817 | (o0 : 0.97426
0.0 0.5 0.0 05 0.0 0.5 0.0 05 0.0 0.5 0.0 0.5 0.0 0.5 0.0 0.5 0.0 0.5 0.0 0.5 0.0 0.5
DoLP 556 DolP 385 DoLP 396 DoLP 413 DoLP 441 DolP 470 DolP 533 DoLP 549 DoLP 669 DoLP 759 DolP 873
10 1 1 L 1 10 10 1.0 10 10 10
05 05 05 05 05 05 05 05 05 05 05
0o @ R:099946| | @R 099961 IR 009964| ., @R 009965 ;i@ R0.99964| @ R:0.99962] . | @R 099955| . |@PR:009948| . @PR: 009907 . @FR 0.99876] oo (P R:0.99809
0.0 05 10 0.0 0.5 10 0.0 05 10 0.0 05 10 0.0 0.5 10 0.0 0.5 10 0.0 05 10 0.0 05 10 0.0 0.5 10 0.0 0.5 10 0.0 05 10
1556 1385 1396 1413 1441 1470 1533 1549 1669 1759 1873
075 075 075 075 5 075 075
2 & ey o~ p &~ oﬁ o o ) e
0.50 4 0.50 0.50 0.50 0.50 0.50 0.50 y 0.50 4 0.50 & 0.50 0.50
0.25 025 0.25 0.25 0.25 0.25 / 0.25 0.25 0.25 0.25 025
o000\ R:009959| I R:009983] I\ GFR:009980| o |@PR:0.99969| | GFR:0.90974| | gFR:0.00060 | | @R 0.09963| | fFR:0.09963| |gFR:i0.09954| o |gFR:009048| o |gFR:0.09939
0.0 05 0.0 0.5 0.0 05 0.0 05 0.0 0.5 0.0 0.5 0.0 05 0.0 05 0.0 0.5 0.0 0.5 0.0 05
DoLP 556 DolP 385 DoLP 396 DoLP 413 DoLP 441 DolP 470 DolLP 533 DoLP 549 DoLP 669 DoLP 759 DolP 873
1 1 10 1. 1. 10 10 1 10 1 1
00 R:i0.99996| PR 0.99996| . |gPR:0.99006| | R:0.99996|  |gFR:099996| . IR 099996| @ Ri099996| (@ R:099996| . | #FR: 099904 @R 099993| . @FR:0.99990
0.0 05 10 0.0 0.5 10 0.0 0.5 10 0.0 0.5 10 0.0 0.5 10 X 10 0.0 0.5 10 0.0 0.5 10 0.0 0.5 10 0.0 0.5 10 0.0 0.5 10

(c) RNN

Fig. 4. Parity plots of (a) FNN, (b) CNN, and (c) RNN models evaluated on the testing dataset, each using 200,000 data inputs. The horizontal axis represents
the ground truth values generated from VRT calculations, while the vertical axis represents the predicted values from the DL models. For each sub-figure,
the first row of diagrams corresponds to Ry across 11 channels, and the second row corresponds to DOLP across 11 channels. The R? value is displayed
at the bottom of each parity plot, where the R? score approaching to 1 indicates higher prediction accuracy.

these state vectors are fed to the VRT model to calculate
the estimated polarimeter measurements, which are treated as
labels for the input vectors. Using this approach, we created 2
million input-output vector pairs. For testing, we generate an
additional 200,000 pairs of data, which are hidden during the
training process.

2) Training Data Preparation: The training data prepa-
ration process differs for the FNN and CNN/RNN models
due to their architectural capabilities. Since CNN and RNN
models can process multi-step input vectors, we implemented
a sliding window approach (as shown in Fig. 3) for these
models, allowing multiple input instances to be included in
each training step. The length of the sliding window, denoted
as ¢, is a tuning parameter. During the training process, we
experimented with three different values for ¢, including 3,
10, and 100, and found that the model has the best prediction
performance when c 3. In contrast, the FNN model
processes single-step input vectors, making the sliding window
size equal to 1.

The sliding window moves sequentially through the dataset,
capturing overlapping data instances for training. During
training, all DL models were trained with a batch size of

256. Consequently, the input data size for the FNN model
is (256,14), representing 256 single-step vectors with 14
features each. For CNN and RNN models, the input data
size is (256, ¢, 14), capturing ¢ sequential instances with 14
features per instance. The output of the all models has the
same dimension of (256,22), where 22 is the size of output
vector y.

3) Training Parameters: The models were implemented in
PyTorch [27] and trained using the mean squared error (MSE)
as the loss function, which is calculated via:

1

MSE = )

where N is the batch size, i.e., 256 in this project, y is
the DL model output, and y is the ground truth value, i.e.,
the result of VRT calculations. The optimization method was
selected as Adam with the learning rate of 10~°. The training
process was configured with a maximum of 200 epochs, and
an early stopping was applied if the model’s performance did
not improve for 20 consecutive epochs.

All three models were trained on a workstation equipped
with an Intel 14900KF i9 CPU, NVIdIA RTX 4080 Super
GPU, and 32 GB of RAM. GPU acceleration was enabled

¥ -y,
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TABLE I
MSE OF DL MODELS ON TESTING DATASET
Window Size ¢ | MSE |
FNN - 0.00459
3 0.01415
CNN 10 0.01491
100 0.02299
3 0.00098
RNN 10 0.0018T
100 0.00119

during the training process, and the training times for the
FNN, CNN, and RNN models were approximately 2 hours,
2.5 hours, and 4 hours, respectively.

IV. EXPERIMENTS AND RESULTS
A. Determine Slide Window Size

All models were evaluated using the testing dataset, which
contains 200,000 input-output pairs. This testing dataset is
hidden to the model during the training process. For the
proposed CNN and RNN, we tried different slide window size
(c) to determine the optimal value. Specifically, we set the slide
window with three different sizes: ¢ = 3, ¢ = 10, and ¢ = 100.
This results in six DL models, three for CNN and three for
RNN. Table I presents the total MSE of all 22 output features
on the testing dataset for each model. As shown in the table,
the window size of 3 achieves the highest prediction accuracy
for both CNN and RNN, as indicated by the lowest total MSE
compared to other window sizes.

From Table I, we can also observe that the proposed RNN
with window size of 3 achieves the highest prediction accuracy
among all tested configurations, outperforming FNN and both
CNN and RNN models with other window sizes. For the RNN
with slide window size of 3, the MSE is 0.00098, which is
93.1% less than the best CNN model and 78.6% less than the
FNN model.

B. Parity Plots on Prediction v.s. Ground Truth

Detailed prediction results on each output feature are pro-
vided in Fig. 4, which presents the parity plots for the three
proposed DL models. Here, both RNN and CNN have a
slide window size of 3. For each model, the first row of
diagrams is related to R;, and the second row of diagrams
corresponds to DOL P, with each having 11 channels, totaling
22 parity plots per model. In all parity plots, the horizontal
axis represents the ground truth values derived from VRT
calculations, while the vertical axis shows the predictions
made by the DL models, given the same input vectors. An
R? score [28] is calculated for each parity plot to measure the
correlation between predicted and ground truth values. The R?
score closer to 1 indicates higher prediction accuracy.

From Fig. 4, it can be observed that all three models
achieved relatively high prediction accuracy, as indicated by
the scatter points being generally close to the 45-degree diago-
nal line. Specifically, the FNN and CNN models demonstrated
better prediction accuracy on the DOLP features compared

to the R; features, as evidenced by several outliers in the first
11 outputs of their parity plots. In contrast, the RNN model
achieved the best overall prediction performance, with scatter
points in all plots closely aligning with the 45-degree diagonal
line, indicating the consistent prediction accuracy across all
features.

This observation is further supported by the R? scores for
FNN, CNN, and RNN. For instance, in the first channel of
R;, the R? score for FNN is 0.99374, while the CNN and
RNN achieve 0.98453 and 0.99959, respectively. The RNNs
R? score is closer to 1 compared to other models. This trend
holds true for all R? scores across 22 outputs, with the RNN
consistently achieving scores closer to 1.

The better performance of the RNN model can be attributed
to its ability to effectively capture sequential and contextual
information in the input data. Unlike FNN and CNN models,
RNNs are specifically designed to handle sequential data by
maintaining a hidden state that captures information from
previous steps in the sequence. This configuration allows the
RNN to learn patterns across multiple input instances. In
this work, the RNN model was able to retain and integrate
information across multiple input vectors within the sliding
window, capturing the contextual information while making
the prediction. The capability of using contextual information
from sequential input data results in more accurate predictions
for the RNN in both R; and DOLP predictions.

V. CONCLUSION AND FUTURE WORKS

This paper presents a DL-based method to replace the
time-consuming VRT calculations in the traditional MAPP
algorithm. The core idea is to train DL models to learn the
underlying patterns of VRT. To achieve this, we prepared a
dataset with various input vectors and their corresponding
VRT outputs, with a total size of 2 million input-output
pairs. We developed three types of models: FNN, CNN,
and RNN. The FNN predicts based on single-step inputs,
while the CNN and RNN process multi-step inputs, leveraging
contextual information. The models were evaluated on an
unseen testing dataset, and the evaluation performance was
measured via MSE and R? scores. Results show that the DL
models effectively replicate VRT calculations, with low MSE
and high R?. Among them, the RNN with a sliding window of
3 achieved the best performance across all 22 output features,
outperforming FNN and CNN. These findings demonstrate
the potential of DL models to replace VRT calculations in
MAPP to enhance the efficiency and scalability of satellite
data retrieval.

Future work for this study includes developing DL models
to incorporate data from additional Earth-observing sensors. In
this work, only polarimeter measurements were used for data
retrieval. However, Lidar sensors are also widely employed in
Earth observation tasks [29], which can offer complementary
altitude-resolved information to the polarimeter measurements.
Incorporating Lidar sensor measurements into DL-based data
retrieval is an important topic for future research, enabling
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more comprehensive and robust retrieval capabilities. Addi-
tionally, exploring advanced DL architectures, such as Trans-
formers, could further enhance the prediction performance.
Like RNNs, Transformers can process multi-instance input
sequences, allowing them to capture complex dependencies in
the data. This capability has been well-established in natural
language processing tasks, but its effectiveness in satellite data
retrieval remains an area for further investigation. Finally,
applying the proposed DL models to actual data retrieval
tasks within the MAPP framework is another future research
direction, which bridges the gap between experimental models
and real-world satellite data retrieval applications.
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